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Introduction 
 Increasingly, consumers now rely on the Internet to aid and inform economic 

decisions.  Recently, new data from the Google Search Engine has presented researchers 

with the possibility of tapping into this massive information network to reveal the 

underlying behavioural characteristics and trends of Internet users.    

 In summer 2008, Google introduced a beta version of Google Insights for Search, 

a new web application allowing access to data on the relative popularity of search 

queries entered into the Google Search Engine.  Because many search terms are 

indicative of specific types of user behaviour, this new data source represents an 

immense and timely database with which to measure and predict consumer behaviour.  

 The Insights web application provides time-series data describing the relative 

popularity of any researcher-specified search term, available from January 2004 to the 

present and disaggregated across national and subnational regions.1   Using this novel 

data source, researchers can now peer into an immense network of search terms, many 

of which can be viewed as proxies to actual consumer behaviour.  By identifying key 

search terms associated with a particular behaviour, the data can provide timely on-

demand indicators of both current and future economic conditions.  In addition, the 

new Google data presents several key advantages over traditional measures of 

consumer behaviour.    
                                                
1 http://www.google.com/insights/search/ 
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 The primary goal of this paper is to further demonstrate the potential of Internet 

search data for measurement and prediction of economic behaviour, using consumer 

bankruptcy prediction as a case study.  Recently, a small but burgeoning field of 

research has demonstrated the usefulness of this new search query data in analyzing 

current and future economic conditions.  To my knowledge, this paper represents the 

first attempt to predict consumer bankruptcy rates using online search traffic.    

 It is my belief that the current research represents only a small sample of the 

potential applications of this unique and vast data set.  To demonstrate this, I employ a 

simple prediction model to evaluate whether time-series data on the relative popularity 

of Google searches such as “how to declare bankruptcy” can be utilized as a leading 

indicator to improve predictions of actual consumer bankruptcy rates in a panel of 32 

US states.  To evaluate the robustness of the forecast estimates, the predictive power of 

this Google indicator is compared against several competing consumer survey indices, 

which I believe may also possess some predictive ability for consumer bankruptcies.  

These various prediction models are evaluated based on goodness-of-fit, as well as in- 

and out-of-sample prediction errors.  

 The intuition behind the predictive power of search queries is simple.  Prior to 

declaring bankruptcy, most individuals would first need to undertake a certain amount 

of research into the process.  A primary source for this research is the Internet, where 
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Google possesses a near monopoly on search engine traffic – the company processed 

over 80 percent of worldwide searches in 2009, more than 10 times its nearest 

competitor Yahoo! Inc.2  The popularity of online searches of common terms used to 

research bankruptcy – search terms such as “how to declare bankruptcy” or 

“bankruptcy trustee”, for example – can be seen as proxies to the number of individuals 

engaging in this preparatory research stage of bankruptcy filing.  From this proxy, it is 

possible to create predictions for the total number of bankruptcy filings.   

 These Google predictions present several distinct advantages.  Firstly, they are 

extremely timely.  It is assumed that an individual’s online research phase typically 

precedes an official court filing by a period of several weeks to several months.  This 

gives the Google data a significant lead on both the actual filings and the official 

reporting of bankruptcy numbers, which is subject to an additional publication lag.  In 

addition to policy and planning benefits, improved bankruptcy forecasts may also 

possess some potential to complement existing leading economic indicators, providing 

a clearer picture of current consumer sentiment and future prospects for the economy as 

a whole.  The data also has value for the purposes of “nowcasting”, that is, predicting 

the current number of bankruptcy filings using contemporaneous Google search data, 

which is available in advance of the official published filings from the Administrative 

Office of the United States Courts.  
                                                
2 Net Applications. “Search Engine Market Share,”  http://www.netmarketshare.com/search-
engine-market-share.aspx?qprid=4&qptimeframe=M&qpsp=120&qpnp=12 
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 Secondly, Google forecasts may also present a purer measure of consumer 

intentions.  Whereas surveys measure an individual’s stated intention to undertake an 

action, search traffic data measures the preparatory steps towards completing that 

action.  In many cases, the action of searching for terms such as “how to declare 

bankruptcy” can be viewed as a preliminary step in the broader process of filing for 

bankruptcy.  Compared to survey measures of stated future intentions, online search 

behaviour may present a more trustworthy measure of true intentions.  As such, Google 

forecasts do not suffer from recall or response bias, or other common problems in 

survey design.   

 With the ubiquity of the Internet, search data presents an immense and cost-free 

sample of human behaviour in the developed world. Moreover, as internet-use becomes 

more universal across age groups and demographics, the search data will become 

increasingly representative of true population characteristics.  The data is updated daily 

and is available for a nearly limitless number of search terms.  It is available aggregated 

to a worldwide level, or disaggregated by geography to the level of a single subnational 

region such as a US state or metropolitan region.   

 Finally, and perhaps most importantly, this new Google search data allows 

measurement of types of human behaviour that were previously impractical or 

impossible to collect using traditional survey methods.  Due to their rarity, consumer 
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bankruptcies provide a particularly good example of this.  On average between 2003 

and 2009, approximately 0.036% of the US population declared bankruptcy in a given 

month.3,4   As such, a survey asking consumers directly about their intention to declare 

bankruptcy would require an average random sample of several thousand individuals 

to identify even a single consumer bankruptcy.  To produce state-level monthly 

bankruptcy estimates using survey methods would require an immense sample size to 

produce accurate forecasting.  The cost of such sampling is extremely prohibitive.  By 

contrast, Google search data represents a feasible and potentially superior proxy to true 

consumer intentions.  Unlike survey-based methods, even extremely rare behaviour is 

measurable using the Google search data, which utilizes information from billions of 

searches conducted each month in the United States (Wu & Brynjolfsson, 2009).  The 

data is also readily accessible, easy to generate and free of charge.   

 Consumer bankruptcy forecasting represents just one application of the possible 

consumer behaviours observable through online search queries.  There is a large 

potential for this data to indirectly measure a wide variety of consumer behaviours that 

are presently infeasible to measure directly.  Largely, the method is limited only by the 

creativity of researchers in identify search terms that are strongly associated with a 

particular consumer behaviour or sentiment.   

                                                
3 US Bankruptcy Courts. “Table F2 - Business And Nonbusiness Bankruptcy Cases Commenced, By 
Chapter Of The Bankruptcy Code”.   
4 US Census Bureau. “National and State Population Estimates - Annual Population Estimates 2000 
to 2009,”  Accessed June 2009 at http://www.census.gov/popest/states/NST-ann-est.html 
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Google Search Data in Prediction 
 

 Recently, a small body of literature has emerged that examines the use of Google 

search data in various prediction applications.  Notable examples appear across many 

academic disciplines, such as business, finance, economics, marketing, and public 

health.   

 In one of the first and most innovative applications of the Google search data in 

prediction, Ginsberg et al. (2009) demonstrated that Google search data could 

effectively predict seasonal flu trends in advance of official reports.  With unfettered 

access to raw Google search data containing 50 million online searches, the researchers 

were able to identify 45 search terms that displayed strong correlation with flu activity, 

as measured by official reporting from the Center for Disease Control.  These terms 

included searches such as “cold/flu remedy” and “symptoms of influenza”.  Using a 

weighted index of the search volume of each term, the authors were able to successfully 

predict flu activity and turning points one to two weeks in advance of the official CDC 

reports.   

 In a technical report, Choi and Varian (2009a) evaluate the ability of Google data 

to predict automobile sales, retail sales, housing prices, and travel patterns using basic 

autoregressive prediction models.  Using a simple AR prediction model augmented 

with weekly data from the Google Trends web application, the authors are able to 
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demonstrate reductions in the mean absolute errors of out-of-sample “nowcasting” 

predictions available in advance of official figures. The magnitude of these reductions 

varies by application.  For example, they are able to demonstrate a three percent 

reduction in out-of-sample nowcasting prediction errors for automotive sales, and a 15-

18 percent reduction for a model predicting current retail sales of automotive parts.  

Rather than using specific search terms, the authors use data measuring the relative 

popularity of search “categories”.  Search terms are automatically grouped into these 

categories using a Google computer algorithm.  A drawback of this method is that the 

exact search terms in the categories are unknown to the researchers.   

 In another economic application, Della Penna & Huang (2009) utilize Google 

search data to measure consumer sentiment.  The authors construct an index of 

consumer sentiment using Google search category data measuring searches relating to 

bankruptcy, office furniture, luxury goods, and energy costs.  These searches are 

deemed to be indicative of consumer sentiment.  The one-month-lagged value of the 

Google index is added to an autoregressive framework to predict the value of the 

Conference Board’s Consumer Confidence Index, as well as a separate AR model to 

predict the University of Michigan’s Index of Consumer Sentiment.  The Google index 

is observed to be statistically significant in both AR models.  However, the opposite is 

found not to be true – that is, the lagged values of the two consumer sentiment indices 

are not statistically significant when added to an AR model explaining the Google 
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index.  Thus the authors conclude that the Google index has some explanatory power 

for predicting consumer sentiment indices.  

 Additional recent literature has demonstrated the efficacy of Google search data 

in a wide variety of economic prediction exercises, including the  prediction of 

unemployment rates (Askitas & Zimmermann, 2009, and Choi & Varian, 2009b), private 

consumption ( Konstantin et al., 2009, and Schmidt & Vosen, 2009), housing prices and 

sales (Wu & Bynojolfsson, 2009), and home foreclosures (Webb, 2009).   

Data Quality 
 

 Google Insights for Search is one of two interfaces for accessing search data from 

the Google Search Engine.  The other, Google Trends, provides similar data but with 

slightly less flexibility in how the data is disaggregated.  Both interfaces offer data on 

the relative popularity of user-specified search terms from January 2004 to the present.  

The data is available as daily, weekly, monthly series.5  Google Insights for Search offers 

additional functionality over Google Trends, such as the ability to compare the relative 

popularity of up to five search terms in one region, or to compare the relative 

popularity of one search term in up to five regions.  

                                                
5 As of June 2010, daily data is only available for series that span a 3-month period or shorter.   
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 For empirical applications, Google search data faces several key limitations.  

Transformations and restrictions are applied to the raw search data, likely to preserve 

the anonymity of Internet users.  Google is not forthcoming with specific details of the 

algorithms applied to the raw data.6   

 Google’s data transformation procedure involves two manipulations of the raw 

data.  First, the raw search data is normalized to produce a measure of relative 

popularity of a particular search term.  As Google describes on the Insights website, this 

normalization process divides the raw search data by a “common variable” to produce 

a relative measure of search popularity, so that search popularity can be compared 

across regions with differing levels of overall search traffic.  Though Google is not 

explicit about this common variable, it is assumed that this measure represents either a 

measure of total Internet search activity for a particular region or, if sampling is used to 

construct the data, then this common variable represents the size of the sample of total 

searches examined in that region.  In either case, the procedure produces a measure of a 

particular search term’s share of overall search traffic in a particular region.   

 The second manipulation involves scaling the data to form an index of values 

between zero and 100.  This index is created by scaling the data by the largest 

                                                
6 Privacy concerns for internet searches are not unfounded. In 2006, a class-action lawsuit was 
filed against AOL Inc. following the release of data on 20 million keyword searches performed 
over a three month period.  Using the data, a New York Times reporter was able to uncover the 
identity of an individual AOL user from their search record.  
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observation value in any particular data series.  Finally, the data availability is restricted 

so that users may only access data for terms that receive a minimum amount of search 

traffic.  Again, this measure is likely designed to protect the anonymity of Internet 

users.  The details of this minimum level of search traffic are not publicly available.   

 For the empiricist, these manipulations and restrictions severely degrade the 

information contained in the index, imposing several challenges.  The data is first 

normalized then scaled, both times employing division by unknown denominators.  For 

a particular search term, the normalization process destroys any information about the 

true number of searches performed.  By contrast, the scaling process destroys any 

information about the relative share of searches performed compared to indices for 

other search terms.  What remains is an index of relative popularity of a search term 

over time, measured on an unknown scale.  As such, coefficient estimates from 

regression analysis will possess scant real-world interpretability.  They can be 

interpreted in the context of the index itself, not in terms of actual online consumer 

behaviour.   

 The transformed index retains its ordinal ranking over time, allowing researchers 

to compare the share of total search traffic of a particular term across different points in 

time.  However, due to the scaling procedure, two distinct series are not directly 

comparable, as the observations will have been scaled separately by the highest peak 
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values in each series.  During the normalization process, the data is also divided by a 

measure of total traffic to convert the series to a measure of a search term’s share of total 

traffic.  The frequency with which Google updates this denominator is not disclosed 

and could present a source of noise in the data.  This is particularly problematic if the 

denominator is highly variable and is updated frequently, in which case the Google 

data would largely be driven by variation in overall search traffic rather than variation 

in the specified search terms.   Alternatively, the denominator may be constant over 

time if the index is created from a fixed-size sample of total searches performed in a 

given time period.  

 Google’s scaling procedure also presents concerns about loss of information due 

to rounding of observations.  The scaling procedure divides by a highest peak value 

then rounds to fit observations to an integer scale of zero to 100.  This rounding presents 

data quality concerns, particularly if the data’s highest peak is a large outlier.  In this 

case, the scaling will produce significant “flattening” of the series, rounding away much 

of the variability.   The scaling also represents some problems for replicability of 

empirical results.   These problems arise because data series examined over different 

time frames may possess different “highest peak” observations, and thus will not 

necessarily share the same scale.  Combined with other data quality issues, there is the 

potential that small deviations in the data series timeframe may lead to significant 

differences in coefficient estimates or overall results.    
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 Finally, the evolving role of the Internet in society also presents several 

challenges when dealing with the data.  Total internet usage continues to rise, but there 

is no reason to expect that queries relating to specific economic behaviour such as 

bankruptcy will rise proportionally with overall Internet traffic.  For example, if total 

Internet searches have risen proportionally faster than searches relating to bankruptcy, 

we would expect to see a downward pressure on the data series over time.  The nature 

of searches themselves may also be changing over time.  As aggregate computer literacy 

improves, we may expect to see more “advanced” Google search behaviour, including 

the use of Boolean operators and more exacting search strings.  In addition, as the 

Internet and search technologies evolve information becomes easier and quicker to 

access, the cost associated with online researching falls.  This declining cost may induce 

more casual researching of bankruptcy information, altering the characteristics of 

bankruptcy searchers.   The share of bankruptcy searches that could be perceived as 

“preparatory” behaviour for bankruptcy would fall, and the relationship between 

bankruptcy searches and the bankruptcy rate would evolve dynamically over time.  

 Despite these limitations, existing research has demonstrated that the Google 

search data index still possesses strong potential for measuring and forecasting a wide 

range of consumer behaviours, many of which are infeasible to measure using alternate 

means.  As of June 2010, the Google Insights for Search application still exists as a 

preliminary beta release.  Ideally, future iterations of the application will address some 
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of these data quality issues while still protecting users’ rights to online privacy.  It is a 

reasonable assumption that improvements to the data quality will lead to improved 

performance of search traffic data in forecasting and nowcasting applications.  

Methods 
 

 The methodology of this paper is twofold.  First, three competing state-level 

Google data indices are extracted from the Google Insights for Search web application.  

Each index measures the monthly relative popularity of a group of search terms 

believed to be indicative of preparatory behaviour towards declaring bankruptcy, such 

as the search phrase “how to declare bankruptcy”.  The relationship between each index 

and the bankruptcy rate is examined using intertemporal correlations and estimation 

methods.  

 Next, the index deemed the strongest candidate for prediction is used to create 

in-series and out-of-series bankruptcy rate predictions.  To evaluate the robustness of 

these predictions, they are compared against predictions produced using the same 

methodology, only substituting survey-based consumer sentiment indices in place of 

the Google data.  These survey-based indices are believed to also possess some 

predictive ability for consumer bankruptcies.  The efficacy of the prediction models 

incorporating these competing indices is used as a baseline against which the Google 

prediction models are evaluated.  
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I.   Identifying Predictive Search Terms 
 

 Each Google index is comprised of several search term strings suspected of 

possessing forecasting ability for consumer bankruptcies.  The Boolean operator “OR” 

is used to extract a Google index representing the aggregate share of search traffic for 

multiple search strings.  Many of the search strings used in the indexes represent 

various ways of searching for online information on how to declare bankruptcy.  All 

three indices contain search terms that are suspected of evidencing preparatory 

behaviour for declaring bankruptcy, such as “how to declare bankruptcy” or “file 

bankruptcy”.  The indices differ in how broadly the search terms are defined.  Index 1, 

for example, contains the most general search terms of the three indices, and includes 

the term “bankruptcy” itself.  Index 2 contains the fairly general terms “chapter 7” and 

“chapter 13”.  Index 3 includes only search terms deemed specific to preparatory 

behaviour for declaring bankruptcy.  This index includes only terms such as “how to 

declare bankruptcy” and “filing for bankruptcy”, as well as terms such as “bankruptcy 

lawyer” and “bankruptcy trustee”.  While there are many reasons why an Internet user 

might search for the term “bankruptcy”, searches for terms such as “how to declare 

bankruptcy” are assumed to be fairly indicative of a user’s higher likelihood of 

declaring bankruptcy in the upcoming weeks or months.  A complete list of search 

terms used to construct the indices is presented in Appendix 1. 
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 The rationale for choosing three indices is twofold.  First, the three indices allow 

us to test the a priori assumption that Index 3, the index most specific to preparatory 

behaviour for a bankruptcy filing, should possess the highest predictive power and the 

strongest leading correlations with actual bankruptcy filings.  The second rationale is 

more pragmatic.  To protect user privacy, Google imposes a minimum search volume 

requirement on any data extractions.  Prime candidates for individual predictive search 

terms such as “how to declare bankruptcy” do not generate enough searches to meet 

this minimum data extraction requirement on their own.  Rather, they must be 

aggregated with other, similar search terms in order to generate a sufficient amount of 

data for testing purposes.  The indices are evaluated for current and leading correlation 

with the actual bankruptcy rate.  In addition, a simple fixed-effects panel regression in 

which the Google index is used as the sole regressor to predict the state-level 

bankruptcy rate is examined.  This fixed-effect regression is of the form 

       Model (1.1) 

where: Yi,t is the consumer bankruptcy rate in state i in month t;  Gi,t-k is the state-specific 

value of the Google index, lagged by a k-month period; and vi is the state-specific fixed 

effect.  The model is estimated multiple times for each index, using k values from zero 

to six.  The purpose of this simple panel regression is not to produce forecasts of 

bankruptcies, but rather to better identify the intertemporal pattern of association 
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between the Google search data and the bankruptcy rate, and to interpret how this 

relates to an individual consumer's online search behaviour.   

 The strongest of the three indices is preserved for testing in the formal 

forecasting exercise described in the proceeding section.      

II. Evaluating Consumer Bankruptcies Using Google Search Data 
 

 Data on monthly relative popularity of the search index was extracted for each of 

the indices across a panel of US states for the period January 2004 to March 2010.  

Despite the aggregation of search terms, 17 states still did not meet Google’s minimum 

search volume privacy requirements for one or more of the indices.  Thus, a complete 

data series for the timeframe could not be extracted and these states were excluded 

from the panel.  Two states were also deemed as outliers in the Google data and were 

dropped from the sample, resulting in a final panel of 32 states. 7 

 In October 2005, the US Bankruptcy Abuse Prevention and Consumer Protection 

Act came into effect, introducing a new means test that individuals must pass in order 

to declare chapter 7 bankruptcy.  The effects of this policy change are evident in both 

                                                
7  Virginia and Iowa were deemed outliers due to abnormally weak positive correlations 
between the Google indices and the state bankruptcy rate for the post-policy subsample.  The 
remaining 32 states in the panel displayed medium to strong positive current correlations 
between the two variables for this period, with a mean current correlation coefficient of 0.74 for 
index 3 (standard deviation of 0.16).  The current correlations for Virginia and Iowa were 0.15 
and 0.14 respectively, more than three standard deviations from the average of the correlation 
coefficients of the remaining 32 state panel.  Why these two states display anomalous search 
data patterns relative to the other 32 states is unknown.  Retaining these two states in the panel 
does not significantly alter the results presented in this paper.  
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the Google and actual consumer bankruptcy data.  The relative popularity of 

bankruptcy searches and the actual bankruptcy filing rate increase significantly prior to 

the policy change, as individuals rush to file bankruptcy under the more lenient regime.  

Additionally, the bankruptcy rate and Google index plummet following the policy 

change, presumably due to the large number of individuals who expedited their filings 

to avoid the new regulations. 

 To accommodate the effects of this policy change in the data, the sample is split 

into pre- and post-policy subsamples, which are examined separately.   This is done 

under the rationale that, by restricting the eligibility of individuals to declare 

bankruptcy, the policy change should fundamentally alter the relationship between the 

popularity of bankruptcy related searches and the number of individuals who file a 

petition for bankruptcy.  This assumption of a structural break in the relationship was 

formally tested using a Chow test procedure.  The hypothesis that the model 

parameters are unchanged by the policy is strongly rejected, supporting the decision to 

examine the subsamples separately.  The data is split into a pre-policy subsample 

spanning January 2004 to August 2005 and a post-policy subsample spanning January 

2006 to March 2010.8 

                                                
8 The policy change also led to large outliers in the bankruptcy data for several months 
preceding and following October 2005.  To adjust for these outliers, a Cook’s distance test is 
performed and outlying observations are dropped from the sample.  
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 To test the value of the Google search data in predicting consumer bankruptcies, 

I employ a method similar to the one utilized by Choi and Varian (2009a) to estimate 

current consumer retail and automotive sales in advance of published sales data.   The 

method involves first constructing a simple baseline fixed-effects panel forecasting 

model for state-level consumer bankruptcy rates.  This baseline specification consists of 

a 32-state seasonal AR panel model of the form 

     Model (2.1) 

where Yi,t  represents the bankruptcy rate at time t in state i, vi  represents the fixed state-

specific effect for state i, and �i,t is a random error.  The state-level bankruptcy rate is 

calculated as the number of total consumer bankruptcy filings per 100,000 in state i.  A 

simple straight-line method is used to generate monthly state-level population 

estimates from the US Census Bureau’s annual state population estimates.9    

 Two additional Google models are then constructed by augmenting the original 

baseline model with Google search data. The first augmented model is a nowcasting 

model that uses the current month as well as previous months of Google search data to 

predict the current bankruptcy rate.  The potential value of such a model lies in its 

ability to predict the current bankruptcy rate in advance of the official publication of 

figures from US bankruptcy courts, which are subject to a publication lag.   The second 

                                                
9 US Census Bureau. National and State Population Estimates - Annual Population Estimates 2000 
to 2009,  Accessed June 2009 at http://www.census.gov/popest/states/NST-ann-est.html 
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augmented model is a true forecasting model, which uses Google search data from 

previous months to predict the current state bankruptcy rate.  The augmented models 

take the form:  

Nowcasting Model:   

  Model (2.2) 

Forecasting Model:  

  Model (2.3) 

Where Gi,t-k represents the value of the Google search index or a competing predictor 

index  in month t-k.  The nowcasting model relies on data from the current month 

Google search index, in addition to the previous two months.  The forecasting model 

uses information from the previous two months to predict the bankruptcy rate in month 

t. 10  

 A fixed-effect model was chosen largely to account for the “highest peak” scaling 

that is applied by Google to the data.  The result of this scaling is that the Google values 

are measured across different scales for different states.  For example, an observation 

value of 70 in Arizona is fundamentally different from an observation of 70 in 

                                                
10 The choice of lags for the nowcasting and forecasting models were determined by examining 
a fixed-effects estimation of the bankruptcy rate using up to five-month-lagged values of the 
Google data as the sole regressors.  Statistical significance of the coefficients was used to 
determine the choice of lags to apply to the Google data in Models (2.2) and (2.3) 
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California.  I believe that using fixed-effects within-estimates may improve the 

comparability across states by utilizing log-differences from the series’ means, since 

percentage deviation from mean should not be as affected by the scaling procedure.  

The model does not completely remedy the scaling-comparability issue, however, and 

this should be acknowledged as a potential confounder of the results.  The poor 

comparability of the state-level Google data is also the primary rationale for using 

population-adjusted bankruptcy rates, as opposed to actual bankruptcy figures.  A 

Levin-Lin-Chu unit root test is undertaken to test for stationarity of the panel 

bankruptcy rates for the post-policy subsample using lags suggested by the Akaike and 

Bayesian Information Criteria.11   The null hypothesis that the panel series are non-

stationary is strongly rejected using the BIC suggested lags (p-value ≈ 0); however, the 

null cannot be rejected using the more rigorous lag requirements suggested by the AIC 

(p-value= 0.1483).12   

 To evaluate the additional predictive value added by the Google search data, the 

augmented models are evaluated against the simple baseline forecasting model on the 

basis of goodness-of-fit, as well as a comparison on the basis of in- and out-of-sample 

                                                
11 The pre-policy subsample poorly suited for the Levin-Lin-Chu test due to the unbalanced 
nature of the panel and the relatively small number of series observations, particularly given the 
large number of lags required for the test. Instead, an additional Levin-Lin-Chu test was 
performed for the entire sample.  The null that the series are non-stationary is rejected, regardless 
of whether the AIC- or BIC-specified lags are used.  
12 Because the BIC specification is considered more representative of the “true model” number 
of lag parameters, the assumption of stationarity of the bankruptcy rates is upheld throughout 
this paper (Burnham, 2004).  
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mean absolute prediction errors.  A difference-of-means test is conducted to test the 

significance of the MAE reductions of the index models relative to the baseline case.  

The out-of-sample predictions are constructed for the final nine months of 2009, using 

the post-policy subsample data.  For any given month, t, the forecasting predictions are 

constructed using information available in month t-1.  By contrast, the nowcasting 

predictions utilize information available at the end of month t to predict the current 

bankruptcy rate in month t, in advance of the official published numbers.  

 Finally, additional comparison models are created by replacing the Google 

search data index in models (2.2) and (2.3) with alternative survey-based indices 

representing consumer sentiment and expectations. These indices are assumed to also 

possess some predictive power in consumer bankruptcy rates. The comparison models 

are evaluated against both the Google-augmented models and the baseline model. Like 

the Google-augmented models, these comparisons are evaluated on the basis of 

goodness-of-fit, and in- and out-of-sample prediction error.  

 Five survey-based indices are used for these comparisons, each using monthly 

data from the University of Michigan/Reuters Consumer Surveys.  These indices 

include: the Index of Consumer Sentiment, an index measuring consumers’ financial 

well-being based on the past year and future expectations; the Index of Current 

Economic Conditions, an index measuring a consumer’s financial progress from the 
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previous year and their current sentiment towards major purchases; and the Index of 

Consumer Expectations, an index measuring consumers’ expectations about their future 

financial situation over the coming 12 months. Two additional indexes from the 

Consumer Surveys are also modelled, both derived from consumer responses to a 

particular survey question: “Looking ahead--do you think that a year from now you 

(and your family living there) will be better off financially, worse off, or just about the 

same as now?"  The first index, labelled “Poor Expectations Index 1”, measures the 

percentage of consumers who responded that they expect to be worse off financially in 

the coming year. The second index, labelled “Poor Expectations Index 2”, is an index 

that measures the gap between the percentage of people who responded that they 

expect to be better off financially and the percentage who responded that they expect to 

be worse off.  

 The comparison indices serve to provide a second baseline against which to 

evaluate the robustness of the Google search data, and to avoid the possibility of 

creating a “straw man” comparison when evaluating the more heavily specified 

Google-augmented models against the less-specified baseline model. One potential 

drawback to this comparison is that, unlike the Google search data, the monthly survey-

based indices are not available disaggregated by state. Rather, the data is only available 

disaggregated across five US geographical regions and has been mapped to the state 

level in the data panel. Though this geographic aggregation may result in some loss of 
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predictive power at a state level, it also represents a “best approximation” to monthly 

state-level data available through these survey-based indices. As a result, any effect on 

the prediction efficacy of the two measures arises from a “real-world” advantage of the 

Google data – namely, its superior availability across various levels of geographic and 

temporal disaggregation.  

 As an extension, a single data series containing data for the entire United States 

from January 2004 to March 2010 is examined, utilizing the same baseline and Google-

augmented nowcasting and forecasting model specifications discussed previously, 

though adapted for a non-panel model.  Because the national data subsamples are small 

relative to the panel, the national data extension is presented primarily as an additional 

robustness test of the general method presented in the panel model.  By comparing 

models using national-level Google data against models containing national-level 

consumer confidence index data, the extension also overcomes the geographic 

discrepancy discussed above for the panel model.   

 For this extension, the Google search data is constructed by extracting monthly 

data for Google Index 3 at a national level. In this case, the Google-augmented models 

are compared against three prominent survey-based indices from the US Conference 

Board: the Consumer Confidence Index, the Present Situation Index, and the 

Expectations Index. The purpose of this national-level extension is to further evaluate 



- 24 - 

the robustness of the Google search data in predicting consumer bankruptcies, utilizing 

survey-based indicators for comparison purposes.  

 The methodology presented in this paper builds primarily on the work of Choi 

and Varian (2009a) and Della Penna (2009). However, several differences exist in the 

methodologies employed, in particular as it relates to the construction of the search data 

indices. Firstly, this paper utilizes an index constructed from a specific set of Google 

search terms believed to possess predictive power for consumer bankruptcies.  Previous 

papers have largely relied on data relating to Google’s search categories, which are 

automatically populated with search terms by Google.  Only a small list of the top 10 

most popular search terms in each category are known to the researcher.  While many 

of these search terms may possess predictive power, it is likely that many others will 

not.13  Secondly, unlike the Choi and Varian paper, this paper introduces competing 

prediction indices, against which the robustness of the predictive power of the Google 

data is evaluated.   

                                                
13 For example, in the Google category for “Bankruptcy” the search term “Babcock” appears in 
the top 10 category searches, referring to the construction and engineering firm Babcock & 
Wilcox which has undergone a highly publicized bankruptcy filing.  Also in the top 10 searches is 
the German term for insolvency, “insolvenz”.  Neither of these terms should be expected to 
possess any predictive power for consumer bankruptcies in the US, and are likely a source of 
significant noise in the prediction models.  For this reason, I chose to use a collection of 
researcher-specified search terms instead of the categorical data utilized in much of the earlier 
research.    
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Results 
 

I. Google Search Data Indices and the Consumer Bankruptcy Rate 

 At the state level, each of the three Google indices possesses a positive average 

contemporaneous correlation with the state bankruptcy rate, for both the pre- and post-

policy subsamples.  These correlations are significantly stronger for the larger post-

policy subsample.  The correlations for the post-policy subsample are presented in 

Table 1.  

TABLE 1.  Mean state-level correlation, Google search index and state bankruptcy 
rate, 32 state panel, Jan 2006-Mar 2010 

 
Least Specific Search Terms ----------------------------Most Specific 

Search Terms 
Lag on Google 
data  Index 1 Index 2 Index 3 

Current 0.70 0.62 0.74 
 (0.14) (0.28) (0.16) 

1 Month Lag 0.68 0.60 0.73 
2 Months Lag 0.64 0.59 0.72 
3 Months Lag 0.52 0.56 0.61 

4 Months Lag 0.45 0.57 0.56 

Note: standard error in parentheses.  Mean state-level correlation is the average of the correlations 
produced by the state-specific Google index value and the state-specific bankruptcy rate. 

 

 Of note, the correlations are strongest for Index 3, the index measuring the 

relative popularity of search terms believed to be highly specific to declaring 

bankruptcy.  This index measures the relative popularity of search terms such as “how 
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to declare bankruptcy” and “how to file bankruptcy”.  By contrast, Index 1 measures 

the relative popularity for these specific terms aggregated with more general terms such 

as “bankruptcy”, “chapter 7” and “chapter 13”.   Index 2 is similar to Index 3 but 

notably lacks the very general search term “bankruptcy”.   Index 2 is somewhat 

anomalous compared to the other two indices.  While the index still displays strong to 

moderate positive correlations with the state-level bankruptcy rate, these correlations 

are slightly lower on average and more variable than the other two indices.     

 Also noteworthy is the pattern of declining positive correlation as greater lags 

are applied to the Google indices.   This result may be indicative of the variability of 

lead time in consumers’ preparatory phase of online research prior to declaring 

bankruptcy.  If individuals typically research bankruptcy one to several months in 

advance of an official declaration, this could produce the pattern of declining 

correlation observed.  

 A similar result is obtained by examining the goodness-of-fit of the fixed-effects 

panel regression model described in Model (1.1) for the post-policy period. This model 

uses a single Google variable as the sole regressor to explain the variation in the state 

bankruptcy rate.  Estimating this model multiple times – substituting current to six-

month lag values of Google index data – produces a pattern similar to that seen in the 

correlations.  In each estimation, the Google index variable is highly significant.  Index 3 
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again outperforms the other two indices in terms of goodness-of-fit (as measured by the 

Within R-squared value), producing R-squared values ranging from 0.23 for the six-

month lag specification of (1.1), to 0.49 for the one-month lag specification.  

 Similar to the correlation results, the same pattern of declining goodness-of-fit is 

observed, as the model is re-estimated using greater lags on the Google data.  The one 

exception to this is for Index 3, for which the one-month-lagged value of Google Index 3 

produces a very slightly higher R2 than the model using the current Google Index 3 

value. The R-squared values from these regressions are presented in Appendix 1.2.  

  Of the three Google indices examined, both the correlation and estimation results 

provide support for Index 3 as the strongest predictor of the current and future 

bankruptcy rate.  This result is in line with the a priori assumption that the index 

measuring the relative popularity of search terms believed to be most specific to 

preparatory bankruptcy research should also possess the strongest potential for 

accurately predicting the bankruptcy rate.  

II. Google Search Data as a Predictor of the Consumer Bankruptcy Rate 

 Detailed results of the nowcasting and forecasting panel regressions for the pre-

policy and post-policy subsamples are presented in Appendices 2.1 to 2.4.  These 

appendices display the estimation results from models (2.2) and (2.3) using Google 

Index 3 search data.  In addition, the appendices present the estimation results of the 
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baseline models, and estimates of models (2.2) and (2.3) computed using survey-based 

indices as predictors in place of the Google data.  The results of these 28 panel 

regressions are summarized in Tables 2 and 3.  Table 2 presents the R-squared values as 

a measure of goodness-of-fit; Table 3 presents the coefficient estimates for the Google 

and competing survey-based variables.    

TABLE 2.  Goodness-of-fit comparisons, nowcasting and forecasting models, pre-policy 
and post-policy subsamples    

 Pre-Policy                                                    Post-Policy 

 Nowcasting Forecasting Nowcasting Forecasting 
Baseline Model 0.343 0.343 0.861 0.861 

Google  0.469 0.395 0.878 0.871 

Index of Consumer Sentiment 0.596 0.422 0.871 0.868 

Index of Consumer Expectations 0.620 0.414 0.869 0.865 

Index of Current Economic 
Conditions 

0.557 0.526 0.872 0.869 

Poor Expectations Index 1 0.440 0.367 0.866 0.863 

Poor Expectations Index 2 0.475 0.413 0.867 0.864 

N 497 497 1513 1545 

Goodness-of-fit measured by within R-squared value of the panel regression.  Pre-policy subsample covers Jan. 2004-Sept 2005.  
Post-policy subsample is Jan. 2006 – Mar. 2010.  Google data uses Google Index 3.  

 

Generally, the estimated coefficients for the Google search data variables are moderate 

to highly significant for all models estimated.  For the pre-policy nowcasting 

subsample, the estimated coefficients for the current and one-month-lagged Google 

search data variables are significant at the one percent level, as is the one-month-lagged 
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Google coefficient in the forecasting model.  The two-month-lagged Google search data 

is not significant in either model.   For the post-policy nowcasting model, the current 

and two-month-lagged Google coefficients are significant; in the forecasting model, 

both the previous month and two-month-lagged Google search data coefficients are 

highly significant.   

TABLE 3.  Coefficient estimates of Google and survey-based indices, nowcasting and 
forecasting models, post-policy subsample, 32-state panel 

 Current 1 Month Lag 2 Month Lag 
Nowcasting Model 
Model (2.2) 

   

Google 0.116** 0.032 0.040* 

Index of Consumer Sentiment -0.145** 0.029 -0.146** 

Index of Consumer Expectations -0.145** 0.116** -0.172** 

Index of Current Economic 
Conditions 

-0.102** -0.121** -0.041 

Poor Expectations Index 1 0.039** -0.016 0.043** 

Poor Expectations Index 2 -0.114* 0.007 -0.235** 

Forecasting Model 
Model (2.3) 

   

Google - 0.077** 0.072** 

Index of Consumer Sentiment - -0.085* -0.157** 

Index of Consumer Expectations - 0.010 -0.188** 

Index of Current Economic 
Conditions 

- -0.189** -0.051 

Poor Expectations Index 1 - -0.003 0.047** 

Poor Expectations Index 2 - -0.049 -0.249** 

* significant at the 5% level.  ** significant at the 1% level.  Nowcasting Models are estimated using model (2.2) as described in 
the methods section. Forecasting models are estimated using model (2.3).  For survey-based indices, the index is used in place of 
the Google index.  Post-policy subsample is Jan 2006-Mar 2010.  
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 Competing survey-based indices are also highly significant in the nowcasting 

and forecasting regression specifications.  Such high significance of all indices studied 

may represent that all indices are strong predictors of the current and future 

bankruptcy rate.  However, it may also arise due to the minimalistic specification of the 

baseline forecasting model.  

 The goodness-of-fit of all models including the baseline model is markedly worse 

in pre-policy subsample period than in the post-policy period.  The reason for this 

discrepancy is unknown, though it may reflect some influence of the US policy change 

enacted in October 2005, which limited the ability of consumers to file for chapter 7 

bankruptcy.  The policy change received significant media coverage as early as April 

2005 when the bill was formally signed into law.  The effect of the policy change in late 

2005 can be clearly seen in the Google and bankruptcy rate data; however, the advance 

notice of the policy change may also have influenced several months of the Google and 

actual bankruptcy data at the end of the pre-policy period.  These months were not 

identified in the Cook’s distance test for outliers.  Because the pre-policy subsample 

period consists of only 21 months of data, the policy announcement may have 

influenced a significant proportion of the entire subsample.  This is one possible 

explanation for the poor fit of the pre-policy models.  
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 In the pre-policy subsample models, the Google data performs poorly relative to 

the survey-based indices.  Both the Google forecasting and nowcasting models produce 

R-squared values only slightly above that of the baseline model.  All competing survey-

based indices produce higher R-squared values than the Google models, with the 

exception of the Poor Expectations Index measuring the percentage of individuals who 

responded that they expected their family financial situation to decline over the next 

year.   

 An opposite pattern is observed in the larger post-policy subsample.  In this 

subsample, the baseline seasonal AR forecasting model produces a substantially higher 

R-squared value of 0.861.  Moreover, the addition of the various indices in the 

nowcasting and forecasting model only produces slight improvements to the baseline 

goodness-of-fit.  This differs from the pre-policy subsample, where large improvements 

in the R-squared values were observed.  In the post-policy subsample, the Google 

nowcasting and forecasting models outperform all other survey-based indices in terms 

of goodness-of-fit, though the difference is modest.   

 Table 3 summarizes the coefficient estimates for the nowcasting and forecasting 

specifications (models (2.2) and (2.3), respectively) for the post-policy period, using the 

Google and competing survey-based indices.  The nowcasting model specification 

includes the current month value of the index, as well as values for the preceding two 
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months as regressors.  The forecasting model includes only index values from the 

preceding two months to predict the current bankruptcy rate.     

 Of note, the estimated coefficients for the current value of the indices are all 

significant and display the expected sign.  The expected positive coefficient is observed 

for the Google search index and Poor Expectations Index 1, which measure preparatory 

online bankruptcy research behaviour and the percentage of individuals expecting their 

financial situation to degrade in the future, respectively.  Both would be expected to be 

positively associated with the bankruptcy rate.  By contrast, the remaining indices 

measure positive consumer sentiment and expectations, and display the expected 

negative association with the current state bankruptcy rate.  This pattern of expected 

coefficient signs is also observed in the pre-policy nowcasting model estimates.  

 Both the one-month and two-month-lagged Google index values are highly 

significant in the forecasting model, and both display the expected positive sign on their 

coefficient estimate.  The Google data is the only index to display highly significant 

coefficients for both the one-month and two-month-lagged observations.  With few 

exceptions, the survey-based indices also display the expected signs for the forecasting 

models.  

 The predictive power of the Google model was evaluated against the baseline 

and competing indices using mean absolute error (MAE) comparisons.  The errors were 
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calculated for an in-sample estimation period as well as a nine month out-of sample 

prediction period spanning April 2009 to December 2009.  For the out-of-sample 

predictions, the monthly bankruptcy rate predictions were generated using information 

available in the preceding month (forecasting model), or the current month (nowcasting 

model).  In total, 576 out-of-sample state bankruptcy rate predictions were generated for 

the 32 states over the nine-month prediction period.  A transformation was applied to 

the errors from the forecasting and nowcasting log-log models to obtain model errors 

expressed as deviation from the true bankruptcy rate observed in month t. The mean of 

these errors is presented as the mean absolute error in Table 4.  These absolute errors 

were also calculated as a percentage of the true bankruptcy rate for each of the in-

sample and out-of-sample predictions.  The mean of these percentage errors is also 

presented in Table 4 as the mean absolute percentage error.  For each index model, a 

difference-of-means test was conducted to test the significance of the MAE reductions 

relative to the baseline model.    

 As with previous results, relatively poor prediction results are observed during 

the pre-policy period.  In particular, the Google model performs more poorly than five 

of the six competing indices during the pre-policy period.   The Google model only 

produces marginally lower prediction errors in this period.   Compared to the mean 

baseline model absolute error of 7.027 bankruptcies per 100,000 individuals, the 

addition of the Google search data produces a 12.5 percent reduction in MAE, reducing 
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it to 6.147 per 100,000.  For this pre-policy subsample, this improvement is modest 

relative to the competing indices, which produce MAE improvements in the range of 

8.9 to 27.2 percent as compared to the baseline model.   

TABLE 4.  Mean absolute and mean absolute percentage errors of bankruptcy rate 
predictions, 32-state panel 

 In-Sample  
(Pre-Policy)  

In-Sample  
(Post-Policy) 

 Nowcasting Forecasting Nowcasting Forecasting
Baseline Model 7.027  

(11.95%) 
7.027  

(11.95%) 
2.976  

(10.64%) 
2.976  

(10.64%) 

Google 6.147* 
(10.88%) 

6.651  
(11.51%) 

2.752** 
(9.90%) 

2.88  
(10.26%) 

Index of Consumer Sentiment 5.341*** 
(9.81%) 

6.51 
(11.30%) 

2.861  
(10.28%) 

2.919  
(10.39%) 

Index of Consumer Expectations 5.114*** 
(9.4%) 

6.615 
(11.44%) 

2.854  
(10.26%) 

2.918  
(10.40%) 

Index of Current Economic 
Conditions 

5.671** 
(10.07%) 

5.769** 
(10.08%) 

2.858  
(10.23%) 

2.907  
(10.31%) 

Poor Expectations Index 1 6.401 
(11.34%) 

6.864  
(11.86%) 

2.885  
(10.38%) 

2.946  
(10.48%) 

Poor Expectations Index 2 6.240 
(11.02%) 

6.599  
(11.51%) 

2.918 
(10.42%) 

2.956  
(10.49%) 

N 497 497 1513 1545 

 
  

Out-of Sample 
(Post-Policy) 

   Nowcasting  Forecasting

Baseline Model 
- - 

3.325 
(7.99%) 

3.325 
(7.99%) 

Google - - 
2.982* 3.026 
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(7.20%) (7.29%) 

Index of Consumer Sentiment 
- - 

4.012 
(9.34%) 

3.771 
(8.75%) 

Index of Consumer Expectations 
- - 

4.074 
(9.57%) 

3.838 
(8.96%) 

Index of Current Economic 
Conditions - - 

3.761 
(8.68%) 

3.511 
(8.09%) 

Poor Expectations Index 1 
- - 

3.504 
(8.35%) 

3.411 
(8.11%) 

Poor Expectations Index 2 
- - 

3.875 
(9.14%) 

3.741 
(8.80%) 

Difference of Mean Test Results (unpaired t-test): *MAE significantly smaller than the baseline model (10% level); ** MAE 
significantly smaller than baseline model (5% level); *** MAE significantly smaller than baseline model (1% level).  
 Mean absolute percent errors in parentheses.  Mean absolute error is measured as error in the prediction of the bankruptcy 
rate per 100,000. Mean absolute percent error is measured as the absolute error as a percentage of the true bankruptcy rate.  
The baseline model is estimated using model (2.1) as described in the methods section.  Nowcasting and forecasting models are 
estimated using models (2.2) and (2.3), respectively.  Out-of sample errors are generated individually for each month t using 
information available up to month t-1 (forecasting) or up to month t (nowcasting). 

 

 An opposite result is again seen in the post-policy period.  Here, the Google 

indicators outperform all other competing indices in terms of MAE reduction.  Again, 

the reason for the discrepancy between the performance of the Google index in the pre-

policy and post-policy subsamples is unknown.  As previously stated, it may be a result 

of the advance influence of the federal bankruptcy policy change, though this should 

presumably affect the competing indices in a similar if not more pronounced way.  It 

may also result from underlying changes to the volume of internet traffic, or the nature 

of search traffic.  If increases in total Internet-use are driven by a particular type of 

Internet use – entertainment, for example – this may introduce a bias into the Google 
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search data time series due to Google’s data normalization process.  It is important to 

note that the baseline model also performs poorly in the pre-policy period relative to 

the post-policy period.  Because the baseline model contains no index data whatsoever, 

this supports the conclusion that bankruptcy rate volatility in the pre-policy period is 

the ultimate driver of these anomalous results.  

 In the post-policy period, the in-sample nowcasting and forecasting models 

produce modest improvements to the baseline prediction model for all indices.  For this 

subsample, the Google in-sample models produce more accurate predictions than all 

five competing indices.  In particular, the Google nowcasting model performs markedly 

better than the competing indices.  As compared to the baseline model, the Google 

nowcasting and forecasting models generate MAE improvements of 7.5 percent and 3.2 

percent, respectively.   A difference-of-means test shows that the MAE difference 

between the Google nowcasting model and the baseline model is significant at the 5 

percent level.   This is the only model that produces significant in-sample MAE 

reductions in the post- policy period.     

   The Google model also outperforms all of the competing indices in the out-of-

sample estimation results.  This is an important result, as these out-of-sample 

estimation results represent a set of genuine predictions of state-level bankruptcy rates, 

using only the information available up to the time of prediction.  Moreover, these out-
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of-sample predictions occurred during the final nine months of 2009, during which the 

United States was in a period of significant recession. It is during such volatile periods 

when accurate forecasting models are most valuable.  For these out-of-sample 

predictions, the Google nowcasting and forecasting models produce 10.3 and 8.9 

percent MAE improvements respectively, as compared to the baseline model.  The 

difference-of-means test confirms that the Google nowcasting MAE significantly differs 

from the baseline model at the 10 percent confidence level.   The Google nowcasting 

model is the only model to produce significant out-of-sample reductions as reported by 

the unpaired difference-of-means test.  

 The out-of-sample nowcasting MAE improvement of 10.3 percent is similar to 

those reported by Choi and Varian (2009a) in their models examining automobile sales 

(3 percent MAE improvement) and retail sales of automotive parts (15-18 percent MAE 

improvement).   

 Interestingly, the Google models are the only models to outperform the baseline 

model in the out-of-sample predictions.  That is, the addition of the competing indices 

to the baseline model degraded the out-of-sample predictive power of the model.14  The 

result may indicate that the relationship between the competing indices has changed 

                                                
14 At first glance, it may seem counterintuitive that a more heavily specified index models could 
perform worse than the less-specified baseline model.  However, this is certainly a possibility for 
out-of-sample predictions.  Even with in-sample estimation, a more heavily-specified model is not 
assured to have a lower mean absolute error; the ordinary-least-squares estimation process only 
guarantees an equal or lower mean-squared error.  
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during the prediction period in 2009.  Whether this result is driven by the volatility 

experienced during the recessionary period or by a generally poor predictive power of 

the survey-based indices is unknown.  Media coverage may influence consumer 

responses to surveys, and this may degrade their predictive ability during recessionary 

periods.  Presumably, the Google index method would be better insulated from such 

effects. 

 On a state-by-state level, the out-of-sample Google index predictions typically 

outperform the baseline model and all competing indices.  Compared to the baseline 

model, the Google out-of-sample nowcasting model produced more accurate 

predictions in 26 of 32 states, as measured by MAE.  It outperformed the competing 

nowcasting model indices in 24 to 27 states of the 32-state panel, depending on the 

competing index chosen.  Similarly, the Google forecasting model produced more 

accurate forecasts in 24 of 32 states, as compared to the baseline model, and 

outperformed the competing indices in 21 to 27 of the 32 states.   

 A notable trend in the out-of-sample forecasting predictions was the tendency for 

the baseline models and the five survey-based indices to overforecast the bankruptcy 

rate for the prediction period.  Of the 288 forecast predictions made, these six estimation 

models over-predicted the bankruptcy rate between 61 and 69 percent of the time, 
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depending on the index.  By contrast, the Google forecasting model showed an equal 

tendency to overforecast and underforecast during the nine-month prediction period.   

 Prediction errors for the nine-month out-of-sample prediction period are 

presented for California and Massachusetts in Appendix 3.1 and 3.2.  For comparison 

purposes, California was chosen as a representative “poor-fitting state”, for which the 

Google predictions are poor, and Massachusetts was chosen as a representative “strong 

fitting” state.15  In each figure, the Google forecasting model is compared to the baseline 

model and the most accurate of the five competing index models, as measured by MAE.   

TABLE 5.  Mean absolute errors and mean absolute percent errors of bankruptcy rate 
predictions, entire US, January 2006-March 2009   

 In-Sample  Out-of-Sample  
 Nowcasting Forecasting Nowcasting Forecasting
Baseline Model 2.337  

(8.18%) 
2.337  

(8.18%) 
3.627  

(8.61%) 
3.627  

(8.61%) 

Google 2.030  
(6.90%) 

2.084  
(7.20%) 

3.538 
(8.35%) 

3.425  
(8.05%) 

Consumer Confidence Index 2.034  
(7.13%) 

2.308  
(7.95%) 

4.19  
(9.78%) 

4.343 
 (10.33%) 

Present Situation Index 2.071  
(7.28%) 

2.270 
(7.91%) 

3.475  
(8.03%) 

4.137  
(10.08%) 

Expectations Index 2.115  
(7.37%) 

2.366  
(8.16%) 

5.414  
(12.83%) 

4.997  
(11.88%) 

N 50 50   

                                                
15The two states were chosen based on the percentage MAE improvement when comparing 
the Google out-of-sample forecasting model with the baseline model. California displayed the 
fifth-poorest MAE improvement, and Massachusetts displayed the fifth-strongest MAE 
improvement of the 32-state panel.  California also displays the second worst goodness-of-fit for 
the baseline model, as measured by MAE.  
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Mean percent errors in parentheses.  Mean absolute error is measured as error in the prediction of the bankruptcy rate per 
100,000.  The baseline model is estimated using model 2.1 as described in the methods section.  Nowcasting and forecasting 
models are estimated using models (2.2) and (2.3), respectively.  Out-of sample errors are generated individually for each 
month t using information available up to month t-1 (forecasting) or up to month t (nowcasting). Out-of-sample errors are 
calculated for a 12-month period from April 2009 to March 2010.  

 Finally, the MAE results for the extension using the entire US as a single data 

series are presented in Table 5.  These results are calculated as an additional robustness 

test of the Google prediction method, using a separate set of survey-based indices.  In 

particular, this test addresses some of the ambiguity created in the panel model due to 

the non-homogeneous geographical disaggregation of the Google and survey-based 

indices.  Using a single data-series for the entire US, I am able to compare models using 

national-level monthly data for both the Google and survey-based indices.  This table 

compares the results of the Google models against three competing indices from the US 

Conference Board.  These results use the same estimations models discussed 

previously, adapted for use with the non-panel national data series.  Because the pre-

policy period contains few observations, only the post-policy results are presented.   

 For all indices, the in-sample mean absolute errors are smaller for the national 

series than for the panel results.  This is not surprising, as the panel model is more 

restrictive, imposing equal coefficients across states.  Similar results are observed for the 

Google models in the national-level data as in the 32-state panel model.  The Google 

index again produces moderate reductions to the in- and out-of-sample errors, as 

compared against the baseline model.  Similarly, the Google model also performs well 
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when compared to predictions utilizing the competing indices.  For the in-sample 

estimation results, the Google model produces mean absolute errors of 2.030 per 100,000 

in the nowcasting model, and 2.084 per 100,000 in the forecasting model.  These 

represent 13.1 percent and 10.8 percent MAE reductions relative to the baseline model.  

The Google models produce larger MAE reductions than all three competing indices for 

the in-sample results.  Once again, the out-of-sample nowcasting MAE improvement is 

similar to those reported by Choi and Varian (2009).   

 I also observe small MAE improvements for the Google out-of-sample prediction 

results.  For these predictions, which were produced using a 12-month sample of 

predictions from April 2009 to March 2010, the Google nowcasting and forecasting 

models produce MAE reductions of 2.4 and 5.5 percent, respectively.  Though the 

improvement to the baseline model is small, the out-of-sample Google forecast 

predictions are more accurate than all three competing indices and the nowcasting 

predictions are more accurate than two of the three.  Similar to the panel results, several 

of the competing index predictions degrade the out-of-sample prediction results of the 

baseline model.  Potential explanations for this result include the possibility that the 

survey-based indices are generally poor predictors of consumer bankruptcies, or that 

the effects of a recession during the prediction period has affected the prediction 

accuracy of survey-based indices. 
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Conclusions 
 

 The results of this paper support Google search data as a predictor of consumer 

bankruptcies.  Correlations results demonstrate that correlation strength between 

consumer bankruptcy rates and Google index data is strongest for indices that contain 

search terms most specific to preparatory behaviour for declaring bankruptcy.  In 

addition, these correlations decline as greater lags are applied to the Google data.  This 

pattern supports the a priori belief that such a correlation pattern should be expected if 

the Google data is indeed measuring preparatory behaviour towards bankruptcy 

declaration.  Simple panel estimation models which utililize the Google data as a single 

regressor to explain the bankruptcy rate also displayed the expected coefficient signs 

and moderate goodness-of-fit results.  The goodness-of-fit of these models declined as 

further lags were applied to the single Google regressor, further demonstrating the 

expected pattern of preparatory behaviour towards bankruptcy declaration.   

 The results also support the Google search data index as a superior predictor of 

consumer bankruptcy rates relative to competing survey-based indices since January 

2006.  The strength of this support depends heavily on the predictive power of these 

competing indices.  The strength of the competing indices as predictors of consumer 

bankruptcy is not clearly established by this paper.  Generally, these competing indices 

were highly significant when added to a simple AR model of consumer bankruptcies, 
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and displayed the expected sign on their coefficient estimates.  However, they also 

performed poorly in prediction exercises.  Whether these poor predictions are a result 

of poor predictive power or a result of the volatile conditions during the prediction 

period is unclear.   

 The strength of the Google results is largely dependent on the strength of the 

competing indices as predictors of the bankruptcy rate.  If the survey-based indices are 

simply poor predictors of consumer bankruptcies, then they are also poor comparisons 

for the Google-based models.  In this case, the results have shown that the Google-based 

indices produce superior forecasts to a set of indices possessing little prediction ability.  

However, because the Google index is superior to these competing indices, I can 

conclude that the Google data possesses at least some ability to improve a simple AR 

forecasting model of consumer bankruptcies.  If, however, the survey-based indices 

perform poorly due to the increased volatility caused by a strong recession during the 

prediction period, then this would provide significantly stronger support for the 

predictive power of the Google index.  In this case, the Google index would have 

demonstrated its ability to retain its prediction accuracy during a period of economic 

volatility, where competing survey-based indices have failed.  This is a necessary 

requisite for a good predictor of economic activity, as it is during periods of volatility 

that leading economic indicators are most valuable.   
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 Because the ability of these competing indices is not well established, the ability 

of this paper to assess the strength of the Google data as a predictor is limited.  

However, regardless of the prediction power of the competing indices, this paper has 

demonstrated that the Google index possesses at least a modest ability to improve 

predictions of consumer bankruptcies.  

 It is important to note that the Google data was able to demonstrate this modest 

predictive power in spite of several serious confounders.  In addition to the economic 

volatility of the prediction period, there was a significant policy-change during the 

sample period which greatly affected both bankruptcy rates and the Google index.  This 

policy change potentially influenced several months of observations preceding and 

following the change.   

 Perhaps more importantly, significant limitations on the quality of the Google 

data also limit its ability to accurately predict consumer behaviour.  The secretive 

scaling and normalization procedures applied by Google make comparisons across 

search terms and geographic regions challenging.  Minimum search volume 

requirements reduce data availability and limit analyses to search terms that receive 

sufficient amounts of traffic.  Most concerning from a research perspective is the 

unavailability of raw data levels for search traffic.  Because the Google index data 

measures “relative popularity” of a search term or set of terms, the data is highly 
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influenced by the total volume of search traffic, which is unknown to the researcher.  As 

such, it is impossible to know how much of the variation in an index of search terms is 

driven by variation in the search terms and how much is driven by variation in the 

underlying levels of total traffic.  Moreover, there is very little reason to assume that 

bankruptcy related searches have risen proportionally with total Internet usage, so this 

should be seen as a potentially large source of noise in the data.  As such, one should 

view the Google indices measuring the “relative popularity” of bankruptcy searches as 

only a crude proxy to the total number of individuals searching for bankruptcy 

information online.  

 Despite these limitations, the Google index data still produces modest predictive 

power in forecasting and nowcasting consumer bankruptcy applications, and 

outperforms competing survey-based indices since 2006.  Ultimately, this supports the 

principal objective of this paper – to further demonstrate the potential of Internet search 

data for measuring and predicting of various types of economic behaviour, many of 

which are infeasible to measure using alternate means.   

 As of July 2010, the Google Insights for Search web platform remains in an early 

beta release form. Presumably, some of these limitations may improve in future 

iterations of the application.   Ideally, access to raw search data levels for research 

purposes will be forthcoming.  Google search engine data represents an immense and 
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complex network of consumer behaviour.  The information contained in the raw search 

data presents enormous potential for research and practical applications across many 

fields.   

 This paper focuses on consumer bankruptcies; however, this represents only one 

of many possible measurement and prediction applications for this burgeoning area of 

research.  For economics more generally, raw online search data possesses strong 

potential to one day serve as a window to observe and aggregate individual consumer 

behaviour on a massive scale.   

 



- 47 - 

Bibliography 
Askitas, Nikos & Zimmermann, Klaus F. (2009). "Google Econometrics and 
Unemployment Forecasting," IZA Discussion Papers 4201, Institute for the Study of 
Labor (IZA). 
 
Burnham, Kenneth P. (2004).  “Multimodel inference: Understanding AIC and BICin 
model selection,” Proceedings of the Amsterdam Workshop on Model Selection. 
http://www2.fmg.uva.nl/modelselection/presentations/AWMS2004-Burnham.pdf 
 
Choi, Hyunyoung & Varian, Hal (2009a). "Predicting the Present with Google 
Trends," technical report, Google Inc. http://www.google.com/googleblogs/pdfs/ 
google_predicting_the_present.pdf  

Choi, Hyunyoung & Varian, Hal (2009b). “Predicting initial claims for unemployment 
benefits,” technical report, Google Inc. http://research.google.com/archive/papers/ 
initialclaimsUS.pdf 
 
Della Penna, Nicolas & Huang, Haifang (2009). “Constructing Consumer Sentiment 
Index for U.S. Using Google Searhes,” University of Alberta Working Paper No. 2009-
26, University of Alberta.  
 
Ginsberg, Jeremy, et al.  (2009). “Detecting Influenza Epidemics Using Search Engine 
Query Data,” Nature 457, 1012-1014. 
 
Kholodilin, Konstantin et al. (2010).  “Do Google Searches Help in Nowcasting Private 
Consumption? Real-Time Evidence for the US,” DIW Discussion Paper 997.  Deutsches 
Institut für Wirtschaftsforschung. 
 
Schmidt, Torsten & Vosen, Simeon (2009). “Forecasting Private Consumption: Survey-
based Indicators vs. Google Trends,” Ruhr Economic Paper #155. Ruhr-Universität 
Bochum. 
 
Tierney, Heather L. R. & Pan, Bing (2009). "A Poisson Regression Examination of the 
Relationship between Website Traffic and Search Engine Queries," MPRA Paper 18413, 
University Library of Munich, Germany. 
 
Webb, G. Kent (2009). “Internet Search Statistics as a Source of Business Intelligence:  
Searches on Foreclosure as an Estimate of Actual Home Foreclosures,” Issues in 
Information Systems 10(2), 82-87. 



- 48 - 

 
Wu, Lynn & Brynjolfsson, Erik (2009). "The Future of Prediction: How Google Searches 
Foreshadow Housing Prices and Sales," Proceedings of the International Conference on 
Information Systems, Phoenix, Arizona. 



- 4
9 

- 

A
pp

en
di

ce
s 

A
pp

en
di

x 
1.

1 
 G

oo
gl

e 
Se

ar
ch

 D
at

a 
In

d
ic

es
 

 N
am

e 
Se

ar
ch

 Te
rm

s 
M

ea
su

re
d 

by
 th

e 
In

de
x 

G
oo

gl
e 

In
de

x 
1 

ba
nk

ru
pt

cy
  

ch
ap

te
r 7

 b
an

kr
up

tc
y 

 
 c

ha
pt

er
 1

3 
ba

nk
ru

pt
cy

  
 c

ha
pt

er
 7

  

 c
ha

pt
er

 1
3 

 
 d

ec
la

re
 b

an
kr

up
tc

y 
 

 fi
le

 b
an

kr
up

tc
y 

 

 fi
le

 fo
r b

an
kr

up
tc

y 
 

 b
an

kr
up

tc
y 

la
w

ye
r  

 h
ow

 to
 d

ec
la

re
 b

an
kr

up
tc

y 

G
oo

gl
e 

In
de

x 
2 

ch
ap

te
r 7

  
 c

ha
pt

er
 1

3 
 

 c
ha

pt
er

 7
 b

an
kr

up
tc

y 
 

 fi
le

 fo
r b

an
kr

up
tc

y 
 

 b
an

kr
up

tc
y 

la
w

ye
r  

 h
ow

 to
 fi

le
 b

an
kr

up
tc

y 
 

 fi
lin

g 
ba

nk
ru

pt
cy

  
 fi

lin
g 

fo
r b

an
kr

up
tc

y 
 

 d
ec

la
rin

g 
ba

nk
ru

pt
cy

  
 d

ec
la

re
 b

an
kr

up
tc

y 
 

 fi
le

 b
an

kr
up

tc
y 

 
 b

an
kr

up
tc

y 
tru

st
ee

 

G
oo

gl
e 

In
de

x 
3 

fil
e 

fo
r b

an
kr

up
tc

y 
 

 b
an

kr
up

tc
y 

la
w

ye
r  

 h
ow

 to
 fi

le
 b

an
kr

up
tc

y 
 

 fi
lin

g 
ba

nk
ru

pt
cy

  
 fi

lin
g 

fo
r b

an
kr

up
tc

y 
 

 d
ec

la
rin

g 
ba

nk
ru

pt
cy

  

 d
ec

la
re

 b
an

kr
up

tc
y 

 
 fi

le
 b

an
kr

up
tc

y 
 

 b
an

kr
up

tc
y 

tru
st

ee
 

N
ot

e:
 S

ea
rc

h 
te

rm
s a

re
 a

g
g

re
ga

te
d 

us
in

g
 th

e 
Bo

ol
ea

n 
“O

R”
 fu

nc
tio

n 
to

 c
re

at
e 

a 
sin

gl
e 

in
de

x.
  I

nd
ic

es
 e

xt
ra

ct
ed

 fr
om

 G
oo

gl
e 

In
sig

ht
s f

or
 S

ea
rc

h 
w

eb
 a

p
pl

ic
at

io
n 

at
 a

 st
at

e-
le

ve
l. 

 E
a

ch
 in

de
x 

m
ea

su
re

s t
he

 re
la

tiv
e 

p
op

ul
a

rit
y 

ov
er

 ti
m

e 
of

 a
ll s

ea
rc

h 
te

rm
s c

om
bi

ne
d

, a
s m

ea
su

re
d 

by
 th

e 
sh

a
re

 o
f o

nl
in

e 
G

oo
gl

e 
se

a
rc

he
s 

co
nt

ai
ni

ng
 a

t l
ea

st
 o

ne
 o

f t
he

se
 se

a
rc

h 
te

rm
s. 

 
 



- 5
0 

- 

 A
pp

en
di

x 
1.

2 
 G

oo
d

ne
ss

-o
f-f

it 
us

in
g 

G
oo

gl
e 

in
d

ex
 d

at
a 

as
 th

e 
sin

gl
e 

re
gr

es
so

r t
o 

ex
pl

ai
n 

ba
nk

ru
pt

cy
 ra

te
s –

 M
od

el
 (1

.1
) 

 
Le

as
t S

pe
ci

fic
 S

ea
rc

h 
Te

rm
s -

---
---

---
---

---
---

---
---

---
---

---
---

---
--M

os
t S

pe
ci

fic
 S

ea
rc

h 
Te

rm
s  

   
   

  
La

g 
on

 G
oo

gl
e 

d
at

a 
 

In
de

x 
1 

In
de

x 
2 

In
de

x 
3 

C
ur

re
nt

 
0.

45
1*

* 
0.

42
9*

* 
0.

48
5*

* 
1 

M
on

th
 L

ag
 

0.
43

9*
* 

0.
41

9*
* 

0.
48

8*
* 

2 
M

on
th

 L
ag

 
0.

39
8*

* 
0.

39
6*

* 
0.

47
8*

* 
3 

M
on

th
 L

ag
 

0.
27

7*
* 

0.
33

9*
* 

0.
35

4*
* 

4 
M

on
th

 L
ag

 
0.

21
6*

* 
0.

35
2*

* 
0.

30
2*

* 
5 

M
on

th
 L

ag
 

0.
18

5*
* 

0.
32

8*
* 

0.
27

4*
* 

6 
M

on
th

 L
ag

 
0.

14
4*

* 
0.

28
4*

* 
0.

23
3*

* 

**
G

oo
gl

e 
co

ef
fic

ie
nt

 si
gn

ifi
ca

nt
 a

t 1
%

 le
ve

l. 
 G

oo
d

ne
ss

-o
f-f

it 
m

ea
su

re
d 

by
 w

ith
in

-R
-s

q
ua

re
d 

va
lu

e 
fro

m
 e

st
im

at
io

n 
of

 M
od

el
 (1

.1
)  



- 5
1 

- 

A
pp

en
di

x 
2.

1:
  N

ow
ca

st
in

g 
Re

gr
es

sio
n 

Re
su

lts
, P

re
-P

ol
ic

y 
Su

bs
am

pl
e,

 M
od

el
 (2

.2
) 

 

  
(B

a
se

lin
e)

 
(G

oo
gl

e 
In

d
ex

 
3)

(C
SI

)
(IC

E)
 

(IC
C

)
(P

EI
1)

(P
EI

2)
 

  
Ba

nk
ru

pt
cy

 R
at

e 
Ba

nk
ru

p
tc

y 
(la

g
1)

 
0.

56
65

 
0.

48
56

2 
0.

31
59

7 
0.

25
51

1 
0.

52
21

4 
0.

47
54

3 
0.

46
71

 
  

(0
.0

52
01

)*
* 

(0
.0

47
75

)*
* 

(0
.0

48
88

)*
* 

(0
.0

46
40

)*
* 

(0
.0

43
59

)*
* 

(0
.0

49
78

)*
* 

(0
.0

49
77

)*
* 

Ba
nk

ru
p

tc
y 

(la
g 

12
) 

0.
46

64
1 

0.
48

83
5 

0.
52

10
8 

0.
58

84
8 

0.
37

45
9 

0.
53

68
7 

0.
48

64
3 

  
(0

.0
64

56
)*

* 
(0

.0
58

49
)*

* 
(0

.0
54

74
)*

* 
(0

.0
52

17
)*

* 
(0

.0
53

99
)*

* 
(0

.0
62

19
)*

* 
(0

.0
61

54
)*

* 
G

oo
gl

e 
(c

ur
re

nt
) 

 
0.

24
56

5 
 

 
 

 
  

  
 

(0
.0

30
76

)*
* 

 
 

 
 

  
G

oo
gl

e 
(L

a
g 

1)
 

 
0.

18
58

3 
 

 
 

 
  

  
 

(0
.0

32
39

)*
* 

 
 

 
 

  
G

oo
gl

e 
(la

g 
2)

 
 

0.
02

69
3 

 
 

 
 

  
  

 
(0

.0
34

16
) 

 
 

 
 

  
In

d
ex

 o
f C

on
su

m
er

 
Se

nt
im

en
t (

IC
S)

 
 

 
-1

.4
46

3 
 

 
 

  
  

 
 

(0
.1

02
79

)*
* 

 
 

 
  

IC
S 

(la
g 

1)
 

 
 

-0
.3

09
91

 
 

 
 

  
  

 
 

(0
.1

30
30

)*
 

 
 

 
  

IC
S 

(la
g 

2)
 

 
 

0.
39

97
1 

 
 

 
  

  
 

 
(0

.1
32

19
)*

* 
 

 
 

  
In

d
ex

 o
f C

ur
re

nt
 

Ex
p

ec
ta

tio
ns

 (I
C

E)
 

 
 

 
-1

.0
34

45
 

 
 

  
  

 
 

 
(0

.0
65

39
)*

* 
 

 
  

IC
E 

(la
g 

1)
 

 
 

 
-0

.3
50

06
 

 
 

  
  

 
 

 
(0

.0
87

86
)*

* 
 

 
  

IC
E 

(la
g 

2)
 

 
 

 
0.

20
97

1 
 

 
  

  
 

 
 

(0
.0

81
34

)*
 

 
 

  
In

d
ex

 o
f C

ur
re

nt
 

Ec
on

o
m

ic
 

C
on

d
iti

on
s 

(IC
C

) 
 

 
 

 
-0

.7
51

13
 

 
  

  
 

 
 

 
(0

.1
30

54
)*

* 
 

  
IC

C
 (l

a
g 

1)
 

 
 

 
 

0.
62

17
4 

 
  

  
 

 
 

 
(0

.1
41

33
)*

* 
 

  
IC

C
 (l

a
g 

2)
 

 
 

 
 

1.
66

88
2 

 
  

  
 

 
 

 
(0

.1
43

55
)*

* 
 

  
Po

or
 E

xp
ec

ta
tio

ns
 

In
d

ex
 1

 (P
EI

1)
 

 
 

 
 

 
0.

14
98

2 
  

  
 

 
 

 
 

(0
.0

19
28

)*
* 

  
PE

I1
 (l

a
g 

1)
 

 
 

 
 

 
0.

07
37

6 
  



- 5
2 

- 

  
 

 
 

 
 

(0
.0

19
94

)*
* 

  
PE

I1
 (l

a
g 

2)
 

 
 

 
 

 
-0

.0
15

49
 

  
  

 
 

 
 

 
(0

.0
20

92
) 

  
Po

or
 E

xp
ec

ta
tio

ns
 

In
d

ex
 2

(P
EI

2)
 

 
 

 
 

 
 

-0
.9

06
03

 
  

 
 

 
 

 
 

(0
.1

22
55

)*
* 

PE
I2

 (l
a

g 
1)

 
 

 
 

 
 

 
-0

.5
11

17
 

  
 

 
 

 
 

 
(0

.1
31

32
)*

* 
PE

I2
(la

g 
2)

 
 

 
 

 
 

 
0.

59
59

4 
  

 
 

 
 

 
 

(0
.1

35
85

)*
* 

C
on

st
a

nt
 

-0
.0

90
24

 
-1

.6
77

43
 

6.
79

12
3 

5.
82

33
3 

-6
.7

62
76

 
-0

.4
86

55
 

4.
18

82
 

  
(0

.2
65

53
) 

(0
.2

96
45

)*
* 

(1
.0

61
99

)*
* 

(0
.6

00
06

)*
* 

(1
.1

69
64

)*
* 

(0
.2

65
52

) 
(1

.1
06

54
)*

* 
O

b
se

rv
a

tio
ns

 
49

7 
49

7 
49

7 
49

7 
49

7 
49

7 
49

7 
N

um
b

er
 o

f s
ta

te
s 

31
 

31
 

31
 

31
 

31
 

31
 

31
 

R-
sq

ua
re

d
 

0.
34

27
 

0.
46

88
 

0.
59

57
 

0.
62

01
 

0.
55

74
 

0.
44

 
0.

47
52

 
St

a
nd

a
rd

 e
rro

rs
 in

 p
a

re
nt

he
se

s 
* 

sig
ni

fic
a

nt
 a

t 5
%

 le
ve

l; 
**

 si
gn

ifi
ca

nt
 a

t 1
%

 le
ve

l. 
Pr

e-
p

ol
ic

y 
su

b
sa

m
p

le
 is

 J
a

nu
a

ry
 2

00
4-

M
a

rc
h 

20
10

.  
Po

or
 E

xp
ec

ta
tio

ns
 In

d
ex

 1
, m

ea
su

re
s 

th
e 

p
er

ce
nt

a
ge

 o
f c

on
su

m
er

s w
ho

 
re

sp
on

d
ed

 th
a

t t
he

y 
ex

p
ec

t t
o 

b
e 

w
or

se
 o

ff 
fin

a
nc

ia
lly

 in
 th

e 
co

m
in

g 
ye

a
r. 

Po
or

 E
xp

ec
ta

tio
ns

 In
d

ex
 2

 m
ea

su
re

s 
th

e 
ga

p
 b

et
w

ee
n 

th
e 

p
er

ce
nt

a
ge

 o
f p

eo
p

le
 w

ho
 re

sp
on

d
ed

 th
a

t 
th

ey
 e

xp
ec

t t
o 

b
e 

b
et

te
r o

ff 
fin

a
nc

ia
lly

 a
nd

 th
e 

p
er

ce
nt

a
g

e 
w

ho
 re

sp
on

d
ed

 th
a

t t
he

y 
ex

p
ec

t t
o 

b
e 

w
or

se
 o

ff.
  G

oo
g

le
 d

a
ta

 is
 m

ea
su

re
d

 u
sin

g 
In

d
ex

 3
.  

IC
S 

= 
“I

nd
ex

 o
f C

on
su

m
er

 
Se

nt
im

en
t. 

 IC
E=

 In
d

ex
 o

f C
on

su
m

er
 E

xp
ec

ta
tio

ns
.  

IC
C

 =
 In

d
ex

 o
f C

ur
re

nt
 E

co
no

m
ic

 C
on

d
iti

on
s. 

 P
EI

 =
 P

oo
r E

xp
ec

ta
tio

ns
 In

d
ex

. 

    



- 5
3 

- 

A
pp

en
di

x 
2.

2:
  F

or
ec

as
tin

g 
Re

gr
es

sio
n 

Re
su

lts
, P

re
-P

ol
ic

y 
Su

bs
am

pl
e,

 M
od

el
 (2

.3
) 

   
(B

a
se

lin
e)

 
(G

oo
g

le
 In

d
ex

 3
) 

(C
SI

) 
(IC

E)
 

(IC
C

) 
(P

EI
1)

 
(P

EI
2)

 

  
Ba

nk
ru

pt
cy

 R
at

e 
Ba

nk
ru

p
tc

y 
(la

g
1)

 
0.

56
65

 
0.

51
87

7 
0.

60
55

4 
0.

49
69

7 
0.

56
85

7 
0.

55
08

6 
0.

55
86

 
  

(0
.0

52
01

)*
* 

(0
.0

50
69

)*
* 

(0
.0

52
96

)*
* 

(0
.0

54
35

)*
* 

(0
.0

44
30

)*
* 

(0
.0

51
87

)*
* 

(0
.0

50
93

)*
* 

Ba
nk

ru
p

tc
y 

(la
g 

12
) 

0.
46

64
1 

0.
46

71
7 

0.
34

85
 

0.
45

58
6 

0.
36

90
1 

0.
45

43
5 

0.
41

44
5 

  
(0

.0
64

56
)*

* 
(0

.0
62

27
)*

* 
(0

.0
63

72
)*

* 
(0

.0
63

89
)*

* 
(0

.0
55

83
)*

* 
(0

.0
65

09
)*

* 
(0

.0
64

19
)*

* 
G

oo
gl

e 
(L

a
g 

1)
 

 
0.

21
53

3 
 

 
 

 
  

  
 

(0
.0

34
30

)*
* 

 
 

 
 

  
G

oo
gl

e 
(la

g 
2)

 
 

0.
03

00
2 

 
 

 
 

  
  

 
(0

.0
36

41
) 

 
 

 
 

  
IC

S 
(la

g 
1)

 
 

 
-0

.5
27

32
 

 
 

 
  

  
 

 
(0

.1
54

52
)*

* 
 

 
 

  
IC

S 
(la

g 
2)

 
 

 
1.

06
51

2 
 

 
 

  
  

 
 

(0
.1

47
42

)*
* 

 
 

 
  

IC
E 

(la
g 

1)
 

 
 

 
-0

.7
24

05
 

 
 

  
  

 
 

 
(0

.1
04

99
)*

* 
 

 
  

IC
E 

(la
g 

2)
 

 
 

 
0.

38
37

8 
 

 
  

  
 

 
 

(0
.0

99
99

)*
* 

 
 

  
IC

C
 (l

a
g 

1)
 

 
 

 
 

0.
59

65
2 

 
  

  
 

 
 

 
(0

.1
46

08
)*

* 
 

  
IC

C
 (l

a
g 

2)
 

 
 

 
 

1.
80

92
8 

 
  

  
 

 
 

 
(0

.1
46

29
)*

* 
 

  
PE

I1
 (l

a
g 

1)
 

 
 

 
 

 
0.

07
87

4 
  

  
 

 
 

 
 

(0
.0

21
17

)*
* 

  
PE

I1
 (l

a
g 

2)
 

 
 

 
 

 
-0

.0
37

38
 

  
  

 
 

 
 

 
(0

.0
22

03
) 

  
PE

I2
 (l

a
g 

1)
 

 
 

 
 

 
 

-0
.6

62
67

 
  

 
 

 
 

 
 

(0
.1

37
04

)*
* 

PE
I2

 (l
a

g 
2)

 
 

 
 

 
 

 
0.

81
00

9 
  

 
 

 
 

 
 

(0
.1

40
22

)*
* 

C
on

st
a

nt
 

-0
.0

90
24

 
-0

.8
78

53
 

-2
.2

35
37

 
1.

72
08

9 
-1

0.
96

28
7 

-0
.0

78
96

 
-0

.5
81

7 
  

(0
.2

65
53

) 
(0

.2
97

41
)*

* 
(1

.0
10

80
)*

 
(0

.6
71

40
)*

 
(0

.9
45

11
)*

* 
(0

.2
76

5)
 

(0
.9

49
74

) 
O

b
se

rv
a

tio
ns

 
49

7 
49

7 
49

7 
49

7 
49

7 
49

7 
49

7 
N

um
b

er
 o

f s
ta

te
s 

31
 

31
 

31
 

31
 

31
 

31
 

31
 

R-
sq

ua
re

d
 

0.
34

27
 

0.
39

54
 

0.
42

2 
0.

41
39

 
0.

52
57

 
0.

36
66

 
0.

41
3 

St
a

nd
a

rd
 e

rro
rs

 in
 p

a
re

nt
he

se
s. 

* 
sig

ni
fic

a
nt

 a
t 5

%
 le

ve
l; 

**
 si

gn
ifi

ca
nt

 a
t 1

%
 le

ve
l. 

Po
or

 E
xp

ec
ta

tio
ns

 In
d

ex
 1

 m
ea

su
re

s 
th

e 
p

er
ce

nt
a

ge
 o

f c
on

su
m

er
s w

ho
 re

sp
on

d
ed

 th
a

t t
he

y 
ex

p
ec

t t
o 

b
e 

w
or

se
 o

ff 
fin

a
nc

ia
lly

 in
 th

e 
co

m
in

g 
ye

a
r. 

Po
or

 E
xp

ec
ta

tio
ns

 In
d

ex
 2

 m
ea

su
re

s 
th

e 
ga

p
 b

et
w

ee
n 

th
e 

p
er

ce
nt

a
g

e 
o

f p
eo

p
le

 w
ho

 re
sp

on
d

ed
 th

a
t t

he
y 

ex
p

ec
t t

o 
b

e 
b

et
te

r o
ff 

fin
a

nc
ia

lly
 a

nd
 th

e 
p

er
ce

nt
a

g
e 

w
ho

 re
sp

on
d

ed
 th

a
t t

he
y 

ex
p

ec
t t

o 
b

e 
w

or
se

 o
ff.

  G
oo

g
le

 d
a

ta
 is

 m
ea

su
re

d
 u

sin
g 

In
d

ex
 3

.  
IC

S 
= 

“I
nd

ex
 o

f C
on

su
m

er
 S

en
tim

en
t. 

 IC
E=

 In
d

ex
 o

f 
C

on
su

m
er

 E
xp

ec
ta

tio
ns

.  
IC

C
 =

 In
d

ex
 o

f C
ur

re
nt

 E
co

no
m

ic
 C

on
d

iti
on

s. 
 P

EI
 =

 P
oo

r E
xp

ec
ta

tio
ns

 In
d

ex
. 



- 5
4 

- 

 A
pp

en
di

x 
2.

3:
  N

ow
ca

st
in

g 
Re

gr
es

sio
n 

Re
su

lts
, P

os
t-P

ol
ic

y 
Su

bs
am

pl
e,

 M
od

el
 (2

.2
) 

 

  
(B

a
se

lin
e)

 
(G

oo
gl

e 
In

d
ex

 
3)

 
(C

SI
) 

(IC
E)

 
(IC

C
) 

(P
EI

1)
 

(P
EI

2)
 

  
Ba

nk
ru

pt
cy

 R
at

e 
Ba

nk
ru

p
tc

y 
(la

g
1)

 
0.

82
38

7 
0.

71
58

7 
0.

76
04

7 
0.

79
31

3 
0.

73
24

7 
0.

80
96

1 
0.

80
02

5 
  

(0
.0

08
53

)*
* 

(0
.0

11
71

)*
* 

(0
.0

11
32

)*
* 

(0
.0

10
03

)*
* 

(0
.0

12
36

)*
* 

(0
.0

09
77

)*
* 

(0
.0

09
81

)*
* 

Ba
nk

ru
p

tc
y 

(la
g 

12
) 

0.
04

32
4 

0.
02

42
4 

0.
03

33
4 

0.
03

47
1 

0.
03

33
1 

0.
03

59
6 

0.
03

73
1 

  
(0

.0
06

03
)*

* 
(0

.0
05

88
)*

* 
(0

.0
05

97
)*

* 
(0

.0
06

05
)*

* 
(0

.0
05

89
)*

* 
(0

.0
06

20
)*

* 
(0

.0
06

02
)*

* 
G

oo
gl

e 
(c

ur
re

nt
) 

 
0.

11
61

4 
 

 
 

 
  

  
 

(0
.0

17
08

)*
* 

 
 

 
 

  
G

oo
gl

e 
(L

a
g 

1)
 

 
0.

03
19

8 
 

 
 

 
  

  
 

(0
.0

17
15

) 
 

 
 

 
  

G
oo

gl
e 

(la
g 

2)
 

 
0.

04
03

6 
 

 
 

 
  

  
 

(0
.0

16
96

)*
 

 
 

 
 

  
In

d
ex

 o
f C

on
su

m
er

 
Se

nt
im

en
t (

IC
S)

 
 

 
-0

.1
45

39
 

 
 

 
  

  
 

 
(0

.0
43

07
)*

* 
 

 
 

  
IC

S 
(la

g 
1)

 
 

 
0.

02
85

3 
 

 
 

  
  

 
 

(0
.0

49
8)

 
 

 
 

  
IC

S 
(la

g 
2)

 
 

 
-0

.1
46

08
 

 
 

 
  

  
 

 
(0

.0
41

84
)*

* 
 

 
 

  
In

d
ex

 o
f C

ur
re

nt
 

Ex
p

ec
ta

tio
ns

 (I
C

E)
 

 
 

 
-0

.1
45

2 
 

 
  

  
 

 
 

(0
.0

35
22

)*
* 

 
 

  
IC

E 
(la

g 
1)

 
 

 
 

0.
11

57
6 

 
 

  
  

 
 

 
(0

.0
41

51
)*

* 
 

 
  

IC
E 

(la
g 

2)
 

 
 

 
-0

.1
72

25
 

 
 

  
  

 
 

 
(0

.0
34

61
)*

* 
 

 
  

In
d

ex
 o

f C
ur

re
nt

 
Ec

on
o

m
ic

 
C

on
d

iti
on

s 
(IC

C
) 

 
 

 
 

-0
.1

01
89

 
 

  
  

 
 

 
 

(0
.0

39
07

)*
* 

 
  

IC
C

 (l
a

g 
1)

 
 

 
 

 
-0

.1
21

31
 

 
  

  
 

 
 

 
(0

.0
40

85
)*

* 
 

  
IC

C
 (l

a
g 

2)
 

 
 

 
 

-0
.0

40
9 

 
  

  
 

 
 

 
(0

.0
38

93
) 

 
  

Po
or

 E
xp

ec
ta

tio
ns

 
In

d
ex

 1
 (P

EI
1)

 
 

 
 

 
 

0.
03

92
9 

  
  

 
 

 
 

 
(0

.0
11

10
)*

* 
  

PE
I1

 (l
a

g 
1)

 
 

 
 

 
 

-0
.0

16
13

 
  

  
 

 
 

 
 

(0
.0

10
75

) 
  



- 5
5 

- 

PE
I1

 (l
a

g 
2)

 
 

 
 

 
 

0.
04

29
 

  
  

 
 

 
 

 
(0

.0
10

16
)*

* 
  

Po
or

 E
xp

ec
ta

tio
ns

 
In

d
ex

 2
 (P

EI
2)

 
 

 
 

 
 

 
-0

.1
14

12
 

  
 

 
 

 
 

 
(0

.0
48

23
)*

 
PE

I2
 (l

a
g 

1)
 

 
 

 
 

 
 

0.
00

74
4 

  
 

 
 

 
 

 
(0

.0
49

65
) 

PE
I2

 (l
a

g 
2)

 
 

 
 

 
 

 
-0

.2
35

44
 

  
 

 
 

 
 

 
(0

.0
47

18
)*

* 
C

on
st

a
nt

 
0.

45
51

5 
0.

12
32

9 
1.

82
58

6 
1.

43
22

2 
1.

95
61

2 
0.

35
29

7 
2.

17
68

 
  

(0
.0

34
36

)*
* 

(0
.0

40
14

)*
* 

(0
.1

54
11

)*
* 

(0
.1

43
60

)*
* 

(0
.1

47
35

)*
* 

(0
.0

37
91

)*
* 

(0
.2

84
42

)*
* 

O
b

se
rv

a
tio

ns
 

15
45

 
15

13
 

15
13

 
15

13
 

15
13

 
15

13
 

15
13

 
N

um
b

er
 o

f s
ta

te
s 

32
 

32
 

32
 

32
 

32
 

32
 

32
 

R-
sq

ua
re

d
 

0.
86

06
 

0.
87

82
 

0.
87

05
 

0.
86

87
 

0.
87

23
 

0.
86

6 
0.

86
68

 
St

a
nd

a
rd

 e
rro

rs
 in

 p
a

re
nt

he
se

s 
* 

sig
ni

fic
a

nt
 a

t 5
%

 le
ve

l; 
**

 si
gn

ifi
ca

nt
 a

t 1
%

 le
ve

l. 
Po

st
-p

ol
ic

y 
su

b
sa

m
p

le
 is

 J
a

nu
a

ry
 2

00
6-

M
a

rc
h 

20
10

.  
Po

or
 E

xp
ec

ta
tio

ns
 In

d
ex

 1
 m

ea
su

re
s 

th
e 

p
er

ce
nt

a
g

e 
o

f c
o

ns
um

er
s w

ho
 

re
sp

on
d

ed
 th

a
t t

he
y 

ex
p

ec
t t

o 
b

e 
w

or
se

 o
ff 

fin
a

nc
ia

lly
 in

 th
e 

co
m

in
g 

ye
a

r. 
Po

or
 E

xp
ec

ta
tio

ns
 In

d
ex

 2
 m

ea
su

re
s 

th
e 

ga
p

 b
et

w
ee

n 
th

e 
p

er
ce

nt
a

ge
 o

f p
eo

p
le

 w
ho

 re
sp

on
d

ed
 th

a
t 

th
ey

 e
xp

ec
t t

o 
b

e 
b

et
te

r o
ff 

fin
a

nc
ia

lly
 a

nd
 th

e 
p

er
ce

nt
a

g
e 

w
ho

 re
sp

on
d

ed
 th

a
t t

he
y 

ex
p

ec
t t

o 
b

e 
w

or
se

 o
ff.

  G
oo

g
le

 d
a

ta
 is

 m
ea

su
re

d
 u

sin
g 

In
d

ex
 3

.  
IC

S 
= 

“I
nd

ex
 o

f C
on

su
m

er
 

Se
nt

im
en

t. 
 IC

E=
 In

d
ex

 o
f C

on
su

m
er

 E
xp

ec
ta

tio
ns

.  
IC

C
 =

 In
d

ex
 o

f C
ur

re
nt

 E
co

no
m

ic
 C

on
d

iti
on

s. 
 P

EI
 =

 P
oo

r E
xp

ec
ta

tio
ns

 In
d

ex
. 

 



- 5
6 

- 

A
pp

en
di

x 
2.

4:
  F

or
ec

as
tin

g 
Re

gr
es

sio
n 

Re
su

lts
, P

os
t-P

ol
ic

y 
Su

bs
am

pl
e,

 M
od

el
 (2

.3
) 

  
(B

a
se

lin
e)

 
(G

oo
g

le
 In

d
ex

 3
) 

(C
SI

) 
(IC

E)
 

(IC
C

) 
(P

EI
1)

 
(P

EI
2)

 

  
Ba

nk
ru

pt
cy

 R
at

e 
Ba

nk
ru

p
tc

y 
(la

g
1)

 
0.

82
38

7 
0.

73
42

1 
0.

75
93

3 
0.

78
99

7 
0.

73
56

4 
0.

81
02

4 
0.

79
77

4 
  

(0
.0

08
53

)*
* 

(0
.0

11
66

)*
* 

(0
.0

11
14

)*
* 

(0
.0

09
89

)*
* 

(0
.0

12
07

)*
* 

(0
.0

09
53

)*
* 

(0
.0

09
61

)*
* 

Ba
nk

ru
p

tc
y 

(la
g 

12
) 

0.
04

32
4 

0.
02

62
3 

0.
03

29
6 

0.
03

36
7 

0.
03

40
3 

0.
03

71
7 

0.
03

71
 

  
(0

.0
06

03
)*

* 
(0

.0
06

02
)*

* 
(0

.0
06

00
)*

* 
(0

.0
06

08
)*

* 
(0

.0
05

91
)*

* 
(0

.0
06

22
)*

* 
(0

.0
06

04
)*

* 
G

oo
gl

e 
(L

a
g 

1)
 

 
0.

07
73

4 
 

 
 

 
  

  
 

(0
.0

16
23

)*
* 

 
 

 
 

  
G

oo
gl

e 
(la

g 
2)

 
 

0.
07

18
7 

 
 

 
 

  
  

 
(0

.0
15

85
)*

* 
 

 
 

 
  

IC
S 

(la
g 

1)
 

 
 

-0
.0

85
09

 
 

 
 

  
  

 
 

(0
.0

41
92

)*
 

 
 

 
  

IC
S 

(la
g 

2)
 

 
 

-0
.1

57
36

 
 

 
 

  
  

 
 

(0
.0

40
69

)*
* 

 
 

 
  

IC
E 

(la
g 

1)
 

 
 

 
0.

00
96

4 
 

 
  

  
 

 
 

(0
.0

35
) 

 
 

  
IC

E 
(la

g 
2)

 
 

 
 

-0
.1

88
19

 
 

 
  

  
 

 
 

(0
.0

34
56

)*
* 

 
 

  
IC

C
 (l

a
g 

1)
 

 
 

 
 

-0
.1

89
47

 
 

  
  

 
 

 
 

(0
.0

36
31

)*
* 

 
  

IC
C

 (l
a

g 
2)

 
 

 
 

 
-0

.0
51

75
 

 
  

  
 

 
 

 
(0

.0
35

09
) 

 
  

PE
I1

 (l
a

g 
1)

 
 

 
 

 
 

-0
.0

02
78

 
  

  
 

 
 

 
 

(0
.0

10
37

) 
  

PE
I1

 (l
a

g 
2)

 
 

 
 

 
 

0.
04

70
1 

  
  

 
 

 
 

 
(0

.0
10

03
)*

* 
  

PE
I2

 (l
a

g 
1)

 
 

 
 

 
 

 
-0

.0
49

44
 

  
 

 
 

 
 

 
(0

.0
46

92
) 

PE
I2

 (l
a

g 
2)

 
 

 
 

 
 

 
-0

.2
48

84
 

  
 

 
 

 
 

 
(0

.0
46

06
)*

* 
C

on
st

a
nt

 
0.

45
51

5 
0.

21
11

5 
1.

74
07

 
1.

34
64

4 
1.

84
02

3 
0.

40
22

6 
1.

97
50

9 
  

(0
.0

34
36

)*
* 

(0
.0

40
01

)*
* 

(0
.1

50
26

)*
* 

(0
.1

38
51

)*
* 

(0
.1

42
60

)*
* 

(0
.0

36
67

)*
* 

(0
.2

63
41

)*
* 

O
b

se
rv

a
tio

ns
 

15
45

 
15

45
 

15
45

 
15

45
 

15
45

 
15

45
 

15
45

 
N

um
b

er
 o

f s
ta

te
s 

32
 

32
 

32
 

32
 

32
 

32
 

32
 

R-
sq

ua
re

d
 

0.
86

06
 

0.
87

07
 

0.
86

75
 

0.
86

54
 

0.
86

94
 

0.
86

26
 

0.
86

43
 

St
a

nd
a

rd
 e

rro
rs

 in
 p

a
re

nt
he

se
s 

 
 

 
 

 
  

* 
sig

ni
fic

a
nt

 a
t 5

%
 le

ve
l; 

**
 si

gn
ifi

ca
nt

 a
t 1

%
 le

ve
l. 

Po
st

-p
ol

ic
y 

su
b

sa
m

p
le

 is
 J

a
nu

a
ry

 2
00

6-
M

a
rc

h 
20

10
.  

Po
or

 E
xp

ec
ta

tio
ns

 In
d

ex
 1

 m
ea

su
re

s 
th

e 
p

er
ce

nt
a

g
e 

o
f c

o
ns

um
er

s w
ho

 re
sp

on
d

ed
 

th
a

t t
he

y 
ex

p
ec

t t
o 

b
e 

w
or

se
 o

ff 
fin

a
nc

ia
lly

 in
 th

e 
co

m
in

g 
ye

a
r. 

Po
or

 E
xp

ec
ta

tio
ns

 In
d

ex
 2

 m
ea

su
re

s 
th

e 
ga

p
 b

et
w

ee
n 

th
e 

p
er

ce
nt

a
g

e 
of

 p
eo

p
le

 w
ho

 re
sp

on
d

ed
 th

a
t t

he
y 

ex
p

ec
t t

o 
b

e 
b

et
te

r o
ff 

fin
a

nc
ia

lly
 a

nd
 th

e 
p

er
ce

nt
a

ge
 w

ho
 re

sp
on

d
ed

 th
a

t t
he

y 
ex

p
ec

t t
o 

b
e 

w
or

se
 o

ff.
  G

oo
g

le
 d

a
ta

 is
 m

ea
su

re
d

 u
sin

g 
In

d
ex

 3
.  

IC
S 

= 
“I

nd
ex

 o
f C

on
su

m
er

 S
en

tim
en

t. 
 IC

E=
 

In
d

ex
 o

f C
on

su
m

er
 E

xp
ec

ta
tio

ns
.  

IC
C

 =
 In

d
ex

 o
f C

ur
re

nt
 E

co
no

m
ic

 C
on

d
iti

on
s. 

 P
EI

 =
 P

oo
r E

xp
ec

ta
tio

ns
 In

d
ex

. 



- 5
7 

- 

A
pp

en
di

x 
3.

1:
 O

ut
-o

f-S
am

pl
e 

Fo
re

ca
st

in
g 

Er
ro

rs
, S

el
ec

t S
ta

te
s, 

Po
st

-P
ol

ic
y 

Su
bs

am
pl

e 

   

 

  

 



- 5
8 

- 

A
pp

en
di

x 
3.

2:
 O

ut
-O

f-S
am

pl
e 

Fo
re

ca
st

in
g 

Er
ro

r, 
Po

or
-F

itt
in

g 
St

a
te

, P
os

t-P
ol

ic
y 

Su
bs

am
pl

e 

   

 


